NASA
Report Documentation Page

1. Report No. 2. Government Accession No. 3. Recipient's Catalog No.

4. Title and Subtitle 5. Report Date
Research in Satellite-Fiber Network Interoperability

6. Performing Organization Code

7. Author(s) 8. Performing Organization Report No.
Burt Edelson

10. Work Unit No.

9. Performing Organization Name and Address
George Washington University

2100 M Street, NW Suite 310 11. Contract or Grant No. NAS5-32337
Washington, DC 20052 USRA subcontract No.  5555-066-50
12. Sponsoring Agency Name and Address 13. Type of Report and Period Covered Final
National Aeronautics and Space Administration February 1996 - September 1997
Washington, DC 20546-0001
NASA Goddard Space Flight Center 14. Sponsoring Agency Code

Greenbeit, MD 20771

15. Supplementary Notes
This work was performed under a subcontract issued by
Universities Space Research Association
10227 Wincopin Circle, Suite 212
Coiumbia, MD 21044 Task 66

16. Abstract
This four part report evaluated the performance of high data rate transmission links using the ACTS
satellite, and to provide a preparatory test framework for two of the space science applications that
have been approved for tests and demonstrations as part of the overall ACTS program. The test
plan will provide guidance and information necessary to find the optimal values of the transmission
parameters and then apply these parameters to specific applications. The first part will focus on the
satellite-to-earth link. The second part is a set of tests to study the performance of ATM on the ACTS
channel. The third and fourth parts of the test plan will cover the space science applications, Global
Climate Modeling and Keck Telescope Acquisition Modeling and Control.

17. Key Words (Suggested by Author(s)) 18. Distribution Statement
acts experiment Unclassified--Unlimited
19. Security Classif. (of this report) 20. Security Classif. (of this page) 21. No. of Pages 22. Price
Unclassified Unclassified 1

NASA Form 1626 Oct 86



ARTICLE IIB

TEST PLAN FOR
ACTS

SPACE SCIENCE EXPERIMENTS

Introduction

The Advanced Communications Technology Satellite (ACTS) represents a
large investment by NASA to design, develop and demonstrate new satellite
technologies to support and promote the nation's civil, commercial and military
satellite communications programs.

To test and demonstrate high data rate satellite communications, NASA and
ARPA developed ground terminal equipment that can operate at SONET data rates
up to 622 Mb/s (OC-12). A series of high data rate experiments have been approved.
These experiments will characterize the use of the ACTS satellite with new digital
protocols, algorithms and architectures and will demonstrate space science
applications that require the high data rate of supercomputer networks.

George Washington University has prepared the following test plan to
evaluate the performance of high data rate transmission links using the ACTS
satellite, and to provide a preparatory test framework for two of the space science
applications that have been approved for tests and demonstatrations as part of the
overall ACTS program. This test plan will provide guidance and information
necessary to find the optimal values of the transmission parameters and then apply
these parameters to specific applications. The test plan is comprised of four parts.
The first part will focus on the satellite-to-earth link. The second part is a set of tests
to study the performance of ATM on the ACTS channel. The third and fourth parts
of the test plan will cover the space science applications, Global Climate Modeling
and Keck Telescope Acquisition Modeling and Control.

The ACTS high bit rate terminals are scheduled to be delivered to the Jet
Propulsion Laboratory, the Goddard Space Flight Center and the State of Hawaii in
October, 1995. This test plan will begin by establishing the initial pointing accuracy
of the antennas and continue through the demonstration of the applications. The
test plan is prepared as a roadmap and introduces an evolutionary approach to
thoroughly test and demonstrate the merits of high data rate rate networking via
the ACTS satellite. Finally, the test plan provides an easy framework for evaluating
the results of the experiments and assists in preparing technical papers and final
reports that will validate the level of accomplishment of the experiments.



Part [.— Satellite—-to—Earth Link Tests
1.- INTRODUCTION

The ACTS high data rate earth stations operates at 30/20 GHz (Ka-Band). It is
known that Ka-Band frequencies are subject to disruptions of service due to
precipitation attenuation. Further, the beamwidths of the antenna for both transmit
and receive functions are quite small, with the transmit 1/2-power beamwidth
being only 0.3 degrees. That means that a pointing error of 0.15 degrees from the
correct direction will reduce the power transmitted by a factor of two. Thus, antenna
pointing must be done quite accurately.

The ACTS satellite moves with a period of 24 hours within a small 'box' in
the pointing space, azimuth and elevation. It is necessary, therefore, to optimize the
pointing of the antenna when the satellite is in the center of its box.

To optimize the transmission parameters it is prudent to make some
measurements on the satellite link as part of the high data rate digital experiments.
These measurements also will include effects of rain, so that we can obtain some
operational familiarity with the service reliability of the link, rather than simply
measure propagation using the beacon frequency.

2.- POINTING ACCURACY

To obtain an estimate of the pointing accuracy, it will be necessary to measure
the beacon power received over several 24-hour periods. Unfortunately, the
antenna does not pass the 30 GHz beacon frequency to the receive side on the
communications equipment. With the ability to obtain the 20 GHz beacon
frequency, we intend to plot received power vs. time. From this we can extract the
pointing accuracy, both in angle and in time. If it is not possible to view the beacon,
then we will ask to have a signal put up through the satellite to serve as a beacon.
The latter is somewhat less desirable, since the transmitted signal includes the
effects of the uplink. But, since the satellite is hard limiting on the uplink, these
effects are minimized.

From the orbital elements for the satellite, it is possible to plot the daily
motion of the satellite within its nominal 'box' as a function of time. Using that
information and the observed beacon power, we should be able to determine the
actual pointing angles of the earth station antenna, and, if necessary, make required
corrections in the pointing angles.



Figure 1, shows the satellite motion for a 24-hour period as a change in

azimuth and elevation for the GSFC position of the earth station. To obtain a
current plot of figure 1, we require the orbital elements of the ACTS satellite. This

information is available from the Lockheed Martin Astro Space satellite orbit
manager, Mr. Kent Mitchell. The satellite is being kept within a very tight box,
about +/- 0.05 degrees in latitude and longitude, centered on the nominal satellite

position of 100 degrees west longitude.
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Figure 1: Satellite Position - Earth Station Pointing

3.- PROPAGATION EFFECTS

Propagation effects at 30/20 GHz can be fairly severe. Heavy rain can cause
path losses of ten dB or more. Studies have been made by others, e.g. COMSAT, of
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the propagation effects by measuring the power received from the satellite beacons
and correlating these measurements with observed rainfall, etc.

We do not intend to duplicate these measurements, but it will be instructive
to determine the effects of rain on the actual performance of the link. For that
purpose we need to install a simple rain guage near the antenna and make BER
measurements during periods of rain. In addition to that, we must make some
visual observations of the actual weather conditions. Severe rain tends to be fairly
local, e.g. a thundershower, but to cause rain fading, the rainfall must be within the
antenna beam, and it can often be observed visually and/or by making intelligent
estimates. Since we do not have access to the link continuously, we need to keep a
log of observed weather conditions and BER values during our allocation of satellite
- availability.

The results obtained should yield an estimate of the link in-service
reliability. The link reliability obtained from the actual operational experience will
then be compared to the predicted link reliability obtained from link budget
calculations.

Since the link operation is affected by both the up and down links, it will be
necessary to know the prevailing weather conditions at the other end of the link.
Thus, a similar station log needs to be maintained at the other end. In view of the
limiting conditions of the satellite transponder on the up link, mild degradations on
the transmitting end should not show up on the receiving end. Therefore, we need
not obtain very accurate rainfall information from the transmit station.

4.- LINK CALCULATION VERIFICATION

4.1 Theoretical Link Performance

We will make theoretical link performance calculations based on the
performance data for the earth station and the satellite. We will try to include any
known effects or degradations that pertain to the particular earth station.

4.2 Observed Link Performance

We will use a spectrum analyzer at the 3 GHz intermediate frequency to make
Signal-to-Noise measurements. We will at the same time measure the error
performance of the modem. The two measurements should show a fairly good
correlation. We will make an analysis of the results to verify the operational
parameters of the system.



5.- ANALYSIS OF PERFORMANCE RESULTS

The following areas will be noted in the operation log books and then
analyzed in more detail. These analzses will then be described in the final report on
the transmission characteristics associated with the ACTS high data rate space
science experiments.

5.1 Weather

5.2 Pointing

5.3 Antenna Performance ( Tx, Rx , other)

5.4 Up Link

5.5 Down Link

5.6 Performance at GSFC vs. Performance at LeRC, JPL, and Hawaii

The initial results obtained at the GSFC site will be compared with the
transmission parameters obtained at LeRC during its experiment with the Boeing
Corporation. This comparison will be made as soon as possible to determine that
the re—installation of the earth terminal at GSFC has not changed the overall earth
station performance measured when the HDR terminal was located at LeRC.

6.- CONCLUSIONS (Part 1)

In addition to a comprehensive final report on Part 1, the Satellite—-
to—Earth Link Tests, an initial report will be prepared on the effects of moving the
terminal from LeRC, if any, as well as its performance at the GSFC site. This initial
report will assist the space science team in the conduct of their experiments.



Part 2.- ATM over an ACTS Channel

1.- INTRODUCTION

The Part 2 tests will characterize the performance of the basic protocols which
are used in the Global Climate Modeling applications [11] and in the Keck
Acquisition Visualization and Control over ACTS [13] experiments. Previous work
has been done to characterize the application level protocol, namely PVM,
performance for the Global Climate Modeling application [3] on a high speed
satellite link. Additional work has been done over a low speed (T1) ACTS link, that
addresses the limitations of the TCP protocol. It suggests an elegant solution that
can be applied to the file transfer protocol (FTP) and other applications [12].

In this part of the test plan we are proposing a set of tests which will evaluate
the limitations and characterize the performance of each one of the protocols (IP,
TCP and UDP) by itself, before addressing the application layer protocol
performance. These tests will provide a solid background to the science teams in
terms of what would be the performance ceiling of the ACTS ATM link. In
addition, we are proposing to use the application layer solution to the file transfer
protocol (XFIP) [12] and compare the performance results with those of the standard
FTP using the TCP extended window option. In summary, we will provide the
throughput, latency and packet loss rates of the above protocols as functions of the
packet and window sizes, the link speed and the number of nodes.

2.- PRELIMINARY TESTS

2.1 Test Configuration and Methodology

In order to characterize the ACIS channel with regard to ATM traffic, we
propose an end-to-end test. ATM cells will be fed to the GSFC ATM (Fore Systems)
switch by an ATM analyzer (generator function). These will be received by the other
ATM analyzer (analyzer function) connected to the ATM switch at JPL.

During the preliminary phase, loop back tests (figure 2) will be undertaken at
GSFC. These tests will characterize the overall communication link and system,
from the ATM switch to the satellite. This will include the fiber optic OC-3 link, the
HDR terminal and the satellite up and down link. This test will require the use of
only one analyzer. This analyzer will perform both traffic generation and
measurement functions. The ATM switch will be configured so that the forward
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and backward traffic always are switched between the same ports. These ports will
be identified as portl and port2 (OC-3 155.52 Mbit/s fiber link interfaces).

In both configurations, the switch management function will be turned off to
avoid the influence of band traffic on the performance. Transfer latency, cell loss
ratio, cell delay variation and cell error ratio will be measured for different physical
Bit Error Rates values (This will be simulated by a noise generator.)

System under test: Fiber Optic Link ACTS
and HDRT Satellite
@ System under test: Fiber Optic Link, HDRT,

and local Uplink/Downlink

Figure 2: Loop back tests configuration

2.2 Latency - Cell Transfer Delay

This parameter measures the amount of time required to establish a virtual
connection and to transmit cells between two end-stations. The end-to-end
configuration will allow measurement of the latency between cell transmission and
reception, for cells flowing within a single virtual circuit. A constant bit rate stream
(for example, one cell every 20 cell times) will be used for the test.

2.3 Cell Loss Ratio

By comparing the cells sequence number on an end-to-end basis, we can
estimate the amount of cells that eventually have been lost over the ACTS channel.

7



Then, cell loss ratio will be derived by dividing the number of cells lost by the
number of cells transmitted.

2.4 Cell Delay Variation

This cell delay variation parameter refers to the differences in end-to-end
transit times for a given series of cells. It allows the investigator to estimate the
consistency of the transmission of cells on the ACTS channel. In fact, when latency
varies, cell inter-arrival times fluctuate. Cell delay variation will be measured by
taking the standard deviation of cell delay over a certain number of cells,
transmitted via a constant bit rate stream.

2.5 Cell Error Ratio

This parameter measures the accuracy of the ATM connection between GSFC
and JPL. It will indicate how the ACTS channel latency and characteristics affect
end-to-end ATM cells flow. The cell error ratio is computed by dividing the number
of error cells by the number of cells transmitted. ATM level Bit Error Rate is given
by analyzing the integrity of data within cells payload.

PART 3.- CBR/VBR TRAFFIC

This CBR/ VBR traffic test will verify the ability of the ACTS channel to
protect delay-sensitive CBR (constant bit rate: simulation of a voice traffic) flow
when such traffic is sent to a port already fed with bursty VBR (variable bit rate:
simulation of a data traffic) cells flow. As bursty traffic, we will consider "IP-over-
ATM" like traffic generated by the analyzer. The frame size will be set to 9-kbyte,
which is the maximum size defined by the IETF (Internet Engineering Task Force).
The data flow burst will be a certain percentage of the available bandwidth on the
OC-3 ATM interface, once the CBR cells were accounted for. This test will indicate if
the latency introduced by the ACTS channel will disrupt or not delay-sensitive
traffic as voice and video.

PART 4.- TCP/IP TESTS

The following TCP/IP measurements should be performed on an
incremental loopback, point to point, multiple hop and point to multipoint
(multicasting) configurations between the available HDR terminals. All these
different architectures wili illustrate the peculiarities of an IP/ ATM ACTS network.



4.1. IP Tests

The purpose of the IP tests in the test plan is to characterize the performance
of the IP/ATM link. This set of measurements will evaluate the performance of the
satellite link over a wide range of rates from OC-3 to OC-12. Prior to the space
science experiments over ACTS, it is important to evaluate the throughput of the
IP/ ATM link parametrized by the link speed and the message size.

In addition to these parameters, IP tests will discuss the impact of the number
of hops between origin and destination. This test is important because the obtained
results can be compared to similar test results from the NSF terrestrial IP/ ATM
backbone (VBNS). Such a comparison will clarify the role of the IP as the network
protocol in satellite and hybrid high speed networks.

In this experiment, we will use a diagnostic tool, namely “windowed ping”
[1], which provides direct measurement of IP performance, including queue
dynamics. It uses a transport style sliding window algorithm combined with either
ping or traceroute to sustain packet queues in the network. It can directly measure
such parameters as throughput, packet loss rates and queue size as functions of
packet and window sizes. Other parameters, such as switching time per byte or per
packet can also be derived.

The need to understand the performance limitations of IP equipment and
technologies vis-a-vis a high rate, high delay link drives this set of experiments. As
the author of windowed ping discusses[1], rate based IP performance tools, can
measure performance at rates below queue formation but only at ill defined points
beyond congestion. They cannot measure switch performance under conditions of
sustained partial queues. Clearly, in a megabit networking environment, the
behavior of IP formed queues is of great importance. Windowed ping measures
throughput (delivered data) and packet loss as functions of packet size and window
size. During the IP link evaluation, we will measure the above quantities and in
addition we will introduce as test parameters, the amount of hops in the IP path
between the source and the destination, and the line speed. The amount of hops
can either be two or four, depending on whether we use loopback configuration.
Figure 3 illustrates the experiment architecture.

In addition to the IP performance, IP multicast performance will be tested. IP
multicast, uses a substantially smaller number of packets than the IP when it
delivers data to a group of users. Therefore, it is expected that the protocol switch
performance should be better due to the smaller size of the partial IP queues
throughout the network.
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Figure 3: IP Testing
4.2 TCP-UDP Tests

The purpose of the TCP tests is to characterize the performance of the TCP
protocol over the ACTS IP/ ATM link. We will perform a series of measurements to
evaluate the throughput and the latency of the TCP/IP suite, as a function of the
link speed, the message size and the window size. Similar network architecture as
in the IP tests will be used (figure[1]). This architecture will enable us to run point to
point tests as well as tests between two or four nodes (hops) and measure the TCP
performance in a single and a multiple link satellite network.

Previous work has been done on evaluating TCP and UDP on a local testbed
[2], [4] and by using PVM both locally and over the ACTS [3], [12]. The proposed tests
will take in consideration all the previous results on the TCP performance over the
ACTS T1 link, and they will investigate TCP on the IP/ ATM ACTS backbone. The
main tool to evaluate the latency and the throughput parametrized by the window
size, the message size, the number of hops and the line speed is TTCP [8]. Other
analysis tools that may be used include tcpdump, netstat and/ or atmstat [7].

In addition to the investigation of the performance of the TCP Extended
Window option, the proposed (for T1 satellite links) solution at the application layer
[12] will be investigated as well.

The application layer protocol used at the Global Climate Modeling
experiment is PVM, which uses mainly UDP for remote process communication.
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Since UDP is not a reliable protocol, PVM uses its own error recovery mechanism.
The proposed techniques [4] to overcome the PVM error recovery protocol
limitations will be used. The UDP protocol also is used in the proposed multimedia
multicasting demonstration to carry IP packets to multiple groups of users.

Since UDP is the protocol used in applications over ACTS, such as PVM and
MBONIE, it is crucial to analyze its behavior in a high rate, high delay environment.
Because UDP operates at the same level as TCP, i.e., on the top of IP, the same TCP
tests will be performed to evaluate the throughput and the latency of UDP as a
function of packet and speed link over the IP/ ATM ACTS backbone.

After performing the above measurements for the individual protocols of the
the link and understanding the expected performance of the TCP-UDP/IP suite in
correlation with the high data rate terminal characteristics and the ATM level tests,
we will investigate the performance of a network application. The proposed
experiment follows.

PART 5.- APPLICATIONS TESTS

The GWU test plan now merges with the test plan activities of the two space
science applications. A preparatory level of tests may be conducted to obtain
transmission link data. But the conduct of the majority of the applications tests will
be done to further the experiment behavior of the science applications.

5.1 HIPPI/ ATM/SONET Test

The HIPPI/SONET architectures provide this test plan with the potential of
using the full OC-12 (622 Mb/s) bandwidth of the ACTS channel, with the lowest
host or network overhead. This test will use the HIPPI/SONET Gateway device
made at the Los Alamos National Laboratory. It is likely that this HIPPI/ SONET
transmission will provide the highest ACTS channel throughputs and thus it will
be coordinated closely with the space science applications

The SONET/ ATM tests will operate in the OC-3 (155 Mb/s) speed, and a
complete end-to-end ATM test using multi-node hybrid networks is proposed. For
example, an ATM signal would originate at a supercomputer at one of the
Advanced Technology Developement (ATD) network nodes, and route the
terrestrial traffic to the earth terminal at GSFC and the via the ACTS satellite to the
JPL and Hawaii earth terminals, where it would be routed through terrestrial fiber
cable networks to locations such as the San Diego Supercomputer Center or the
Maui Supercomputer Center.
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5.2 Multicasting Multimedia Test

The main goal of this applications test is to implement and evaluate a
multimedia multicasting session between the three earth stations (GFSC, JPL,
Hawaii) where the number of participants changes dynamically. During the
sessions we will apply all the previous results to evaluate how user level
performance correlates to the network utilization for different link speeds and
different sources of traffic. Specifically, we will try to evaluate user level
performance in the presence of data only, voice and data, video, voice and data, etc.
The multicasting architecture will be both, one to many configuration (classroom
environment) and many to many (teleconference environment).

ACTS
Satellite

Figure 4: Multimedia communications over the ACTS channel

5.2.1 Option 1: Fore System Platform.- Multimedia traffic will be multicasted
from GSFC via the Fore System AVA-200 ATM Video Adapter, to one or many
Workstations at JPL (figure 4).

5.2.2 Option 2: MBONE Framework.- The main protocol that supports
network multicasting is IP multicast. IP multicast provides for the delivery of IP
datagrams to muitiple hosts across an IP based backbone. First defined in 1988 by
Steve Deering [9], IP multicast is used today across the global Internet. IP multicast is
composed of three parts: extensions to the IP protocol, which is little more than
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group addressing standard; a group management protocol called IGMP to allow
hosts to join and leave groups dynamically and a multicast protocol to enable
routers to correctly forward multicast datagrams.
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Figure 5: Unicast Transmission

IP multicast traffic is carried over a virtual network called the MBONE [10].
Traffic on the MBONE is audio, video and imagery all carried over UDP. A set of
publicly available tools allows a user connected to the MBONE to sit on tele-
conference, video conferences of special events and audio programs. A user can
scan the list of active sessions at any time and join one or more of them. As a result
of this degree of freedom and the lack of resource reservation, user level
performance can degrade sharply during periods of heavy use. These are the
phenomena in conjunction with the IP partial queue sizes that we would like to
investigate over the ATM ACTS link parametrized by the link speed (OC3-OC12).

The advantage of multicasting versus unicast transmission is illustrated in
figures 5 and 6. A single source sends the same message to five destinations. In
figure 5, five data units, one for each destination are sent through the network
traveling the same route for much of their journey. We would like to take
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advantage of the common paths and send only one copy where the route is shared.
This idea is the one behind multicasting, as shown in figure [3] where one data unit
is injected into the network and travels along the shared path. The benefits to be
gained by multicasting in terms of reduced bandwidth and other network resources
should be clear in this example scenario.

WS: Work Station ACTS @

G/R: Gateway/Router

ES: Earth Station : / \

.............

- G/R ; ES
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Figure 6: Multicast Transmission

The vast majority of traffic over the MBONE is audio and video streams
running over UDP. Applications have been built by the Internet research
community to send and receive audio and video. Additional hardware (a camera
and microphone) is needed only if a user wishes to send. In our experiment, we
would like to explore both cases and see how the performance of the application
degrades when the traffic increases. All the previous measurements, in specific IP
and UDP/IP, should be taken to account in order to understand the limitations of
ACTS ATM multicasting sessions. Finally, empirical results of session performance
as a function of the number of participants, the speed of the link and the nature of
the traffic will be furnished.
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6. - TEST EQUIPMENT

m: Mandatory
o: Optional

1.- Two ATM analyzers for the end-to-end test (Wandel & Goltermann ATM-
100 analyzer or any ATM analyzer). (m)

2.- Two Fore Systems Fore Runner ASX-200 ATM switches. (m)

3.- Three workstations with a Fore Systems Network Adapter Card on each of
them (for the multimedia test). (m)

4.- A Fore Systems ATM Video Adapter model AVA-200. (o)
5.- MBONE software. (o)

6.- A camera and a video disk player. (0)

7.- Noise generator. (m)

8.- Spectrum Analyzer with a frequency coverage including 3.5 GHz.
(m)References
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ACTS TSTI EXPERIMENTAL APPLICATIONS
REQUEST FOR USE OF ACTS FOR FIELD TRIAL/EXPERIMENT
July 24, 1996

Please submit the following information with your request to use ACTS for a field
trial/experiment:

1. The name, address, phone and fax number of the requester and technical contact. The

name(s) of the organizations associated with performing, sponsoring and/or funding the
demonstration.

P.1.:

Pat Gary

NASA GSFC

MS Code 933

Greenbelt, MD 20771

tel:(301)286-8834  fax: (301)286-1777
email: pat.gary @gsfc.nasa.gov

Co-P.1.:

Larry Bergman

Jet Propulsion Laboratories

4800 Oak Grove Drive, MS 300-329
Pasadena, CA 91109

tel:(301)571-2523 fax: (301)564-4408
email: larry@jplopto.Jpl.Nasa.gov

Prakash Chitre

COMSAT Laboratories

22300 Comsat Drive

Clarksburg, MD 20875-9471
tel:(301)428-4167 fax: (301)428-7747
chitre@ntd.comsat.com

Neil Helm

IASR, George Washington University
2020 K Street, NW Room 304
Washington, DC 20052
tel:(202)994-5509  fax: (202)994-5296
email: helm@seas.gwu.edu

Richard Wolff
Bellcore

MRE 21.287
445 South Street

| 7 P WIS NTIOLN £ AN
IVIOITISIOWIL, INVV U 170\1-0438

tel:(201)829-4537  fax: (201)829-5883
email: rsw@thumper.bellcore.com
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The testbeds will be opened to other participants such as government agencies, professional
organizations, communications carriers, universities

2. The dates requested (actual date(s) of the field traillexperiment plus any set-up and/or
testing dates).

FY'97 October 1 through the end of FY'98 or through the end of ACTS experiment
program, whichever comes first.

3. A schedule of the needed satellite hours (EST hours per each requested date).

Testbeds will request a minimum of 10 hours/week for testbed testings with some latitude
in the actual time of the day (i.e: The testbed may be able to operate during evening hours).
SIT testbed will request a number of demonstration times in the second half of FY'97 and
throughout FY'98.

4. A description of the assistance and services requested from NASA
(include NASA personnel resources, if applicable).

The TSTI backbone consists of HDR terminals located at GSFC and JPL. A TSTI
laboratory or test center will be established at GSFC with personnel to be provided
primarily by COMSAT, Bellcore, and GWU.

It is proposed to connect most of the NASA centers into the interoperable network using
HDRs or the NASA NREN as appropriate. It is expected that each center will pay for its
Own resources.

This TSTI experiment will require no special resources from the ACTS satellite or from the
ACTS Project Office at the LeRC.

5. A description of the field trial/lexperiment, including :

This proposed project will design, develop, integrate and manage a satellite interoperable testbed
(SIT) to test and demonstrate the required interoperable communications hardware and software
interface specifications, protocols, architectures and standards. The testbed will develop the tools
to work on the interoperability problems that are inherent characteristics of satellite links- (a)
errors, (b) delay, and (c) bandwidth limitations. The U.S. communications carriers, industry and
government will benefit directly from the testbed by the transition of tools, technologies and
standards to provide interoperable hybrid terrestrial cable and satellite communications networks,
operating seamlessly around the globe.

a. A technical abstract which contains

(1) A system diagram (the transmit/ receive data rates, a list of all equipment requested from
NASA, and a list of all experiment equipment).

The HDR terminals at GSFC and at JPL

(2) A plan for testing and checking-out the field trial/experiment.

[Include task chart to be prepared by Bellcore]




(3) A chart indicating the roles and responsibilities of those performing the field
trial/experiment.

[To be included and prepared]

(4) The location(s) of all field trial/experiment sites.

GSFC and JPL

b. The objective of the field triallexperiment. In addition, please discuss

(1) The significance of using ACTS in the field trial/experiment.

The recent technology development in communications satellites, such as broadband high data rate
transponders and on-board processing, especially demonstrated by NASA's ACTS satellite,
combined with the reality that implementation costs of optical fiber cables with natural barriers such
as oceans, mountains and international political boundaries, result in a realization that future
communications networks must rely on hybrid wire and wireless facilities.

(2) A list of all requested Government equipment ( Earth Stations,
application equipment, etc.).

HDR terminals at GSFC and JPL

(3) The target audience the field trial/lexperiment is intended to reach.

US industry, communications carriers and government agencies

(4) The method of publicity and the display/handouts to be used (if any)
which show the participation of ACTS in the field trial/lexperiment.

A series of demonstrations are scheduled to take place primarily at conferences and
expositions for industries with communication carriers, and government agencies.
Specifically for NASA, demonstrations will be scheduled at GSFC and JPL, where
Headquarters personnel will be invited.

(5) The metric to be used to measure whether the objective was attained.

The metric will be the conduct of seamless inoperable communications networks. In
addition, a specific transfer of technology task will be maintained to see that the results of
the SIT tests, demonstrations and interoperable tools such as software protocols are
transferred to US industries and communication carriers

6. A brief outline of the paper to be submitted to NASA upon completion of a field
trial/lexperiment with ACTS.
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Science and technology have progressed to such a degree that communications
through the use of space satellites has become possible. — 1 invite all nations to
participate in a communications satellite system, in the interest of world peace and closer
brotherhood among peoples of the world.

[John F. Kennedy, 24 July 1961]

With these words, thirty-five years ago, President Kennedy set in motion a train of events which
developed into the high quality, cost-effective global satellite communications network we know today.
Soon after Kennedy's policy statement, the U.S. Congress passed the Communications Satellite Act of
1962 to form Comsat Corporation. The United States then joined with ten other nations to form the
international body known as Intelsat. And in April 1965, less than four years after the concept was
suggested, the world's first commercial satellite, Intelsat I, known as Early Bird, was launched, and
operational telecommunications service inaugurated between North America and Europe. This first satellite
link carried 240 telephone circuits at $32,000 per circuit-year compared with the single undersea telephone
cable then existing which carried only 150 circuits at about $100,000 each. The satellite also had a unique
broadband capability, frequently demonstrated, to carry television across the ocean with the phrase "live via
satellite.”

Unfortunately, though, Early Bird had some embarrassing limitations. It had no multiple access
capability, so it could provide only a single trans-Atlantic link, from Canada or the U.S. to either France,
Germany, Italy or the UK. We had to take turns! Also, that first satellite could carry only multiple
telephone circuits or a single TV channel, not both. To transmit a World Cup football match, for example,
we had to cut off all the telephone circuits!

Early Progress

Technological and operational progress was very fast in the early days of satellite communications.
By the end of its first decade, Intelsat was well into the fourth generation of successively larger, more
powerful satellites (see table)—providing global coverage, connecting hundreds of earth stations, carrying
thousands of telephone circuits plus television and data.

Intelsat T Intelsat IV ‘ A
First launch 1965 1971 6 years
Weight 38kg 700 kg 18x
Power 40w 700 w 17x
Bandwidth 50 MHz 500 MHz 10x
Capacity (circuits) N 240 4000 16x
Cost/circuit-year $32,000 $1,200 4%

* Prepared for presentation at the Second Ka-band Utilization Conference and SCGII Workshop, Florence, Italy,
24 September 1996



With more powerful satellites came the opportunity to shrink the size of earth stations which
could then be customized to fit users' requirements —located on a roof top, for example, or on a moving
platform. Microwave technology moved ahead rapidly in the 1970s, bringing improved TWT and solid-
state power amplifiers, microwave integrated circuits, and multi-beam antennas. These technologies led to
the development of domestic satellite systems in several countries—in Canada (1972), the U.S. (1974), and
Indonesia (1976). Marisat, the first mobile satcom system, was established in 1976 later to be incorporated
into the INMARSAT system.

Because power and bandwidth are such precious commodities in the geostationary orbit, satellite
systems have led the way in one of the most important developments in telecommunications —the shift
from analog to digital processing and transmission techniques. Digital techniques (e.g. PCM coding, PSK
modulation, TDMA) were rapidly developed and introduced in satellite communications systems starting in
the mid-1970s, installed in many systems in the 80s, to provide efficient data compression, demand
assignment, and multiple access systems.

Satcom Today

Satellite communications today is big business —exceeding $20 billion per year, with various
sectors growing at annual rates of 10% to 30%. As the first and still the only significant commercial pay-
off from space, satellite communications continues to return $30 for every dollar invested in R&D. More
than two hundred countries and territories are involved in satellite communications; ten with significant
industrial capacity. There are some thirty national, regional and international satcom systems in operation
employing over 200 satellites in geostationary orbit. Thousands of large earth stations ranging from three
to thirty meters, some 200,000 VSAT terminals (1 to 3 meters), and millions of broadcast receivers (less
than one meter) carry voice, video and data traffic to international capitals and remote villages, to ships at
sea and aircraft in flight, around the globe and around the clock.

Of the three satellite communications services —{ixed, mobile, and broadcast—only the first may
be considered really mature— growing at rates of 5-10% per year. Within the fixed service, telephone traffic
seems to be flat or decreasing, TV distribution is increasing slowly (offset somewhat by gains in

transmission efficiency), and VSAT systems are increasing rapidly (but account for relatively little
transponder capacity).

Broadcast and mobile satellite services are growing rapidly —both over 20% per year. The future
of direct broadcast television service looks very bright indeed with an untapped and untried additional market
in data broadcasting. Within the mobile service, the concept of personal communications by satellite, with
users employing handheld phones, has caught the imagination of many (and the pocketbooks of quite a
few). Competition for the personal service market among LEO, MEO and GEO systems is furious.
Although it is clear that not all can be winners, it is certain that a few will —and the market is huge!

Within the fixed service, sparkling new opportunities appear to lie in high data rate networks—the
market created by the introduction of optical fiber cables into local and regional telecommunications
systems. The question seems to be whether satellites will have a significant role in interconnecting these

local and regional networks into national and international ones, or whether fibers wiil overwhelm the
global information infrastructure.

Itis important to note that all three services—fixed broadcast, and mobile—have competitive
terrestrial systems (see table).

Service Competitor Satellite advantage
Fixed Optical fibers Multi-node networks
Broadcast Cable networks Wide area coverage
Mobile Cellular Wide area coverage

!

When we claim "arole of satellites in the GII" we generally emphasize the wide area coverage and
the attendant distance-insensitivity to cost that satellites provide. This capability gives satcom an
enormous and unchallenged advantage in the broadcast and mobile services. The networking advantages of
satellites over cables are somewhat more subtle (and a principal subject of these remarks).




Satellites vs Cables

The rapid growth in telecommunications around the globe is causing a demand for ever higher data
rates. Many businesses today are subscribing to ISDN service (64 kb/s), and corporate networks are going
to T-1 (1.5 Mb/s). Research centers are requesting T-3 (45 Mb/s). National and international carriers
(including the Internet backbone) are now employing OC-3 (155 Mb/s). "Gigabit testbeds" (such as those
in the U.S. HPCC program) are operating at OC-12 (622 Mb/s) and OC48 (2.4 Gb/s), and advanced
technology experiments are pushing to rates as high as 100 Gb/s. There is little doubt that the first decade
of the next century will see operational requirements emerge for all of these high data rates. Experience has
shown that tomorrow's users "require” what today's technology provides!

Let us examine the role that satellites can, and hopefully will, play in these future HDR networks.
First, we must concede that, for short point-to-point links, fiber-optic cables (like other terrestrial links) are
preferable. Even for quite long links, providing direct connections exist, cables win out. Before touting
satellites, we must recognize that, for the same data rate and quality of service, cable links have greater
bandwidth, are more cost-effective, and have less delay time (latency), than do satellite links. Since most
computer networks will involve only a few machines located in a small geographical area, it can be
expected that fiber-optic cables will play the dominant role in connecting them. However, some networks
in the future will connect a relatively large number of links, some of which may be quite distant from each
other —across continents or oceans —and thus can be more efficiently handled via satellites.

If several widely separated sites are to be interconnected, satellites can provide significant
performance and cost advantages over cables. If many sites are to be connected, satellites win handily.
Because of satellites' wide area coverage, and their valuable demand 8381gnment and multiple access
capabilities, these advantages increase with:

The number of nodes in the network

The distance between the nodes

The variation in traffic loading on network paths

The existence of geographic or political boundaries between nodes in the network

These four factors all contribute to the preference for satellite-based networks in trans-continental, trans-
oceanic, and intemational service.

In addition to multi-node networks, a traditional niche for satellites has been in "thin route"
service, and they will undoubtedly be so employed in the future. Although it seems strange now to think
of an OC-3 link as "thin", when the world is girdled with multi-gigabit fiber-optic networks, links to
remote areas carrying "only" 155 Mb/s will be considered "thin"—and will just as surely be carried by
satellites then as they are today.

Satellites, with their multiple-access demand-assignment capabilities can provide great flexibility
as well economy to networks. One satellite transponder, for example, may be used as a transmission
chaonel between Italy and Canada at one instant of time, then a millisecond later, between England and
Mexico, adjusting rapidly to traffic loading.

This network advantage for satellite service is very clear in VSAT systems in which the national
switched telephone system is by-passed. The General Motors Corporation in the U.S., for example, has a
9000-node VSAT network connecting all of its offices, factories, suppliers and dealers. Current VSAT
systems operate at low data rates (fractional T-1), but will inevitably move up the data rate scale. This
same advantage will also exist at higher data rates, i.e. what is true at T-1 today, will be equally true at
thirty times the rate (T-3) tomorrow, and at one hundred times the rate (OC-3) the day after. Indeed,
calculations (by AT&T) show that for satellite service to be more cost-effective than terrestrial service
between two sites in the United States, they need to be separated by 5000 kilometers; for three sites, 3500
km; four sites, 1300 km; and five sites, only 800 km. Of course, for many sites, say 100 or more, the
satellite's advantage is overwhelming.



Satellite-based networks, as we know, also have additional advantages in terms of mobility and
transportability —factors which are important for video news coverage, emergency service, and military use.
Satellite ground terminals may be installed much more quickly than cables can be laid. Incidentally,
satellites can, and often have been used for cable restoral. The use of satellites in providing emergency
communications after the Kobe earthquake was a striking example of this.

It is most likely, then, that satellite-based networks for high data rate digital transmissions —will
have their maximunr use in multi-nodal, transcontinental or international linkages, particularly when
subject to dynamic loading and where cost, flexibility or mobility are important considerations.

The HDR Market

What will the future requirements for national and international high data rate service be? First,
we can assume that some of the same services now being provided at medium rates, such as T-1 and T-3,
will be provided at higher rates in the next decade, increasing by factors of 10 every few years. Also, we
might note that since computer and communications technologies are merging and that computers are
running faster and faster, data links will go to higher rates. These are likely trends, what might be termed
"thermodynamic factors".

A driving force in high performance networking today is the need for distributed processing in
computationally-intensive science and engineering applications such as global climate modeling,
computational biology, or aircraft system design and manufacturing.

These applications may require interconnectivity among supercomputers, high performance
servers, large data bases and remote I/0O. Many require distribution of interactive video (tens of Mb/s).
Some require multi-channel video coupled with fast access to large remote data bases and visualization —
and these mean even higher rates in the hundreds of megabits per second. Once the computing and
communications capabilities have been combined and the networking technologies developed to serve
science and engineering applications, their use in industrial and commercial applications will surely
follow —and on a worldwide basis.

The G-7 Information Society Program
In 1994, the leading economic nations adopted a vision statement asserting that:

Progress in information technologies and communications is changing the way
we live: how we work and do business, how we educate our children, study and do
research, train ourselves, and how we are entertained."

They created the G-7 Information Society Program "to contribute to the integration of all
countries into a global effort.” Eleven projects were initiated:

Global Inventory

Cross-cultural Education and Training

Electronic Libraries

Electronic Museums and Galleries

Environment and Natural Resources Management

Global Emergency Management

Global Healthcare Applications

Government On-line

Global Marketplace

Maritime Information Systems

Global Interoperability for Broadband Networks

Ten of these projects require high data rate communications, much of it by satellite. The last-
named project, GIBN, should be of special interest to this audience. It has as its objective "to facilitate the
establishment of international links between the various high speed networks and testbeds supporting
advanced applications.” The GIBN project will provide the connectivity that the ten others require. It will

be the testbed to demonstrate the capability of national and international satellite and terrestrial HDR
networks to work seamlessly together.




HDR Satcom Imperatives

The arguments favoring high data rate satellites will not be readily accepted by the
telecommunications industry. Indeed, they are not yet recognized by many of the satellite carriers.
Although, many new satcom systems are planned, including a dozen at Ka-band, none have announced
plans to provide HDR service. Most seem to be concentrating their efforts at providing multiple T-1
service.

What will it take to convince the world of the value of satellite HDR service? To be incorporated
into national information infrastructures and the GII, satellites will have to demonstrate four capabilities,
namely to:

Carry data at SONET rates (>155 Mb/s)
Provide high quality service (BER ~ 10-10)
Tolerate transmission delay (>250 ms)

Show performance and/or economic advantages

A word about delay (or "latency" in computer parlance). Those of us who have worked with Geo
satellite communications all of these years, understand that, with good echo control, the delay in voice
circuits is a psychological factor. Itis certainly not desirable, but not disqualifying either. Where an
economic advantage exists, satellites have served well, and the delay accepted. Delay in a data circuit is an
engineering factor. There are many cases where even a one-second delay is of no consequence —examples:
TV distribution, fax, e-mail.

However, there are many cases in data communications—and distributed computing is the most
critical —where latency is of great concern. Where CPU's work in small fractions of a nanosecond, itis a
problem for computer designers to get efficient operation of computing modules separated by even a short
distance (remember that electronic pulses travel at 30 cm/ns). If two computers have to work together
across an ocean, the delay might be 30 ms by cable, 250 ms by satellite. For the terrestrial circuit, the
delay might then be 8 orders of magnitude greater than the processing rate, the satellite 9. This reduces the
delay problem to one of engineering —it's a big problem for cables, only slightly bigger for satellites. To a
computer it makes little difference if the link to its companion goes by satellite in any orbit, or by cable
hugging the earth or on the ocean bottom. The engineering solution is the same—partition the problem
suitably, use long block length cells, provide adequate buffering in the interface units, and use appropriate
transmission and error control codes. A particular problem is the adaptation of ATM transmission
protocols, originally developed for cable use, to suit satellite channels.

Once the techniques that are suitable for networking over satellite links have been developed it is
necessary to get them adopted into the standards and protocols that are used in intermational
communications. Thatis a very serious and time-consuming process which requires the attention of all of
us who are interested in satellite communications.

The Role of ACTS

The Advanced Communications Technology Satellite (ACTS), representing a $700 million

investment by U.S. taxpayers, has been in orbit for three years. It was originally intended to accomplish
two objectives:

¢ Develop advanced technologies:

e Demonstrate new applications

ACTS has accomplished its first objective with flying colors. It has shown that its advanced
technologies (Ka-band, microwave matrix switch, multiple hopping-beam antenna, baseband processor)
work in orbit. ACTS is making excellent progress toward its second objective. It has already demonstrated
its prowess at modest data rates, conducting experiments in many fields—in banking, distance learning,
tele-medicine, and in military and mobile service. But ACTS' most significant set of demonstrations—
those at high data rate —are just getting underway.




ACTS has a unique capability, the value of which we could not have appreciated when ACTS was
designed more than fifteen years ago. By virtue of the bandwidth available to it at Ka-band, ACTS can
transmit digital signals at rates up to one gigabit per second. With five newly developed HDR terminals,
ACTS is demonstrating its ability to transmit at SONET rates (OC-3 and OC-12).

One of ACTS' most demanding experiments is in supercomputer networking, in which a Cray
supercomputer at the NASA Goddard Space Flight Center in Maryland is being connected with a another
Cray at the Jet Propulsion Laboratory in California through the satellite at OC-3 (155 Mb/s). This
experiment Global Climate modeling will analyze and characterize the global ocean-atmosphere interface.
Because the atmospheric scientists, their computer programs, and their huge data base are at Goddard, while
the oceanographers with their programs and data base are at JPL, both data bases and a HDR link are needed
to work the problem. It has been necessary to design and configure the satellite link and the computers to
match each other. This means partitioning the computer programs appropriately for distributed processing
over a long delay link. It requires the design of interface boxes and protocol converters with adequate
buffering to accommodate the satellite/terrestrial communications and computer interfaces. In particular, it
requires the adaptation of the ATM protocol to match the bursty error characteristics of satellite
transmissions. And it requires the use of appropriate transmission modulation and coding techniques to
deliver the required error rate.

In another experiment, now in progress, the Keck telescope in Hawaii is being connected to the
astronomical data processing facility at CalTech to perform a set of experiments in remote facility control
and data visualization and analysis.

Soon ACTS will assume an international role by serving as a link in a set of trans-Pacific
experiments originally planned as part of the Japan-US Space Cooperative program, now a part of the
GIBN. ACTS will connect the U.S. mainland and Hawaii and Intelsat will link Hawaii and Japan. The
double-hop link will provide a very high definition video transmission test between Tokyo and Los Angeles
for the Sony Corporation.

Thus, through this series of experiments and demonstrations, ACTS is demonstrating that
satellites can provide reliable, high quality, cost effective HDR service—that satellites can contribute
significantly to the GII. For the satcom community, ACTS is demonstrating a new and continuing role for
the fixed satellite service in a world strung with fiber optic cables. For national and military systems,
ACTS is demonstrating that HDR interoperability and mobility are also attainable through satellite service.

Gigabit Network in the Sky

During the first SCGII workshop held in Hawaii last November, thanks to the foresight of the
Japanese Ministry of Posts and Telecommunications, an important meeting was held by representatives of
the G-7 nations to consider actions aimed at introducing satcom into the GIBN project. It was called the
"Quadrilateral Group" since four parties were represented —Canada, Japan, Europe and the United States.
That meeting turned out to be a very productive one. Unanimous agreement was reached that satellite
communications should be introduced into the GIBN as quickly as possible. Ten new experiments were
proposed, involving a wide variety of innovative applications. Several of these reached beyond the G-7
nations to involve other countries. Most important, plans were announced to provide HDR satcom links
across the Atlantic and across the Euro-Asian continents to provide, together with the existing trans-Pacific
link, a complete round-the-world capability. The satellite links will be interconnected with fiber-optic
networks on each continent to provide seamless interoperability.

The recommendations of the Quadrilateral Group were accepted by the GIBN coordination group
and it may now be stated that satellite communications is an integral part of the GIBN. With that position
secured, we can now look forward, hopefully within a year, to the operation of a "Global Gigabit
Testbed" — with both satellite anditerrestrial components.

The Quadrilateral Group will meet again during the present SCGII workshop to review progress on
the trans-Pacific experiment and to plan for additional links and new experiments. Enthusiasm runs high as
we view satellite communications playing an increasingly stronger and more vital role in the Global
Information Infrastructure.



Conclusions

In these remarks, I have tried to stress several points:

1. Satellites have significant cost and performance advantages over terrestrial systems in multi-node
networks

2. Ka-band is an enabling technology that gives satellites a high data rate capability
3. Thereis a large future market for HDR satellite communications in the GII

4. The international satcom community must cooperate to demonstrate the interoperability of satellite and
terrestrial systems

This last conclusion requires the attention and dedicated effort of us all. To insure that satellite
communications is prepared and allowed to play a maximum role in the GII, we must work together, across
interpational boundaries, to develop and demonstrate the performance and cost-effectiveness of high data rate
satellite services.
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TESTBED FOR SATELLITE ANDTERRESTRIAL INTEROPERABILITY (TSTI)
EXECUTIVE SUMMARY
7-24-96

The Testbed for Satellite and Terrestrial Interoperability (TSTI) will be used to test and demonstrate
interoperable satellite and fiber optic communications for industry, government and academia. As
described in the attached Development Plan, the Team Members will design, develop, integrate and
manage the basic testbed and the measurement tools required to test and validate interoperable
communications hardware and software interface specifications, protocols, architectures and
standards. Then, within the first year of the project, the testbed will be opened to the U.S. satellite
and terrestrial communications carriers, vendors and other user communities to test and
demonstrate hardware, software protocols, applications and complete end-to-end systems. Special
outreach efforts will be made to the Satellite Industry Task Force members and the fourteen new
Ka-band system operators that have filed applications with the FCC. These communications
providers and users will be invited to participate in a TSTI Carrier/Industry Advisory Committee
that will assist the user in gaining easy access to the NASA testbed. Access to the testbed will be
administered under a recently approved NASA Joint Sponsored Research Program that is dedicated
to promoting R&D partnerships between NASA and the private sector.

The TSTI concept, resources and networks are shown on the figure attached to this Executive
Summary. The communications backbone will use the NASA ACTS satellite, and other
government and commercial satellites as available. The TSTI Center will be located at the Goddard
Space Flight Center and will be connected, via its ACTS high data rate terminal, to a similar
terminal at the Jet Propulsion Laboratories. These backbone locations were specifically chosen as
each NASA Center is interoperable with a number of high data rate terrestrial networks, such as the
NREN, ATDNet and the CALREN network. Further, the NASA Centers have an excellent set of
resources in the form of network interfaces, ATM switches, performance measurement tools, high
performance computers and a qualified technical staff. Extensions to other interoperability testbeds
will be actively pursued. The team will coordinate its ACTS satellite experiments activities with the
NASA ACTS project office at LeRC, and will coordinate other satellite and terrestrial activities
with the appropriate government, industry and communications carrier representatives.

The NASA Team Members, GSFC and JPL, will be complemented by a strong industrial/carrier
research team consisting of Bellcore and Comsat Laboratories. These organizations are currently
leaders respectfully in terrestrial and satellite communications interoperability research,
development and standards. The George Washington University, a pioneer in high data rate
satellite communications research, will be the academic member of the team.

The TSTI technical tasks include the design, development, integration, and management of the
interoperability testbed. The testbed will be used to develop and evaluate tools to work on satellite
and terrestrial interoperability problems, including the inherent characteristics of satellite links-
errors, delay and bandwidth limitations. Specific measurement and analytic tools such as a
SONET/ ATM network analysis system will be integrated into the testbed to measure and observe
the interoperability of satellite and terrestrial communications in test sequences as well as real-time
applications operating over the end-to-end network. Measurements of both data traffic and
signaling messages will be used to analyze the interoperability of ATM systems exchanging traffic
over satellite and terrestrial communications links. Performance measures such as burst length,
traffic load and spectrum load will be examined as well as quality of service measures such as cell
loss and cell delay.

Application testing on the TSTI will build initially on the existing hybrid terrestrial/ACTS
infrastructure at GSFC and JPL used with the Distributed Global Climate Modeling task. This

i



computationally intensive task, developed by GSFC and JPL, could potentially use the full high
data rate channel capacity of the ACTS satellite. Other applications will be solicited from industry,
government and academia. These solicitations will provide an opportunity to test a wide range of
applications over a hybrid satellite/terrestrial network.

Testbed users will be solicited as part of the outreach activities of this project. The user community
will include Federal A gencies, other NASA Centers, communications companies, equipment
vendors, carriers, universities, experimenters and standards developers. This open cooperation
with the user community will be administered under a new NASA Joint Sponsored Research
Program (JSRP) that was approved in April, 1996. The JSRP permits NASA to provide
resources, including funds, services, equipment, information, intellectual property or facilities on a
shared or pooled basis to non-government users. Intellectual property rights will be negotiated,
but basically intellectual property created or introduced by a user will be owned solely by that user.
Testbed users may have to provide for their access to the testbed and may need to fund the actual
costs of special equipment to be used as part of their tests or demonstrations. However, the team
does not intend to charge fees from the users for testbed use. The user community will be
encouraged to share resources with the testbed, including the use of commercial communications
satellites to interoperate with the testbed.

Itis anticipated that ATDNet participants such as the NRL, DISA and the National Institutes of
Health will request access to the testbed. DARPA, with its MAGIC testbed, has indicated a desire
to be interconnected with the east and west coasts via the ACTS satellite. Other NASA Centers,
such as LeRC (which is funding a number of interoperability studies) will be especially encouraged
to participate and use the testbed to test and demonstrate the results of its studies. NASA ARC will
also be connected via the NASA NREN network, and may also be connected via the all-optical
NTON network that is proposed to connect ARC and JPL. The two NASA CCDS's for satellite
communications will be invited to conduct experiments over the testbed An ACTS Experiments

Application has been sent to the project office at LeRC for coordination and approval prior to the
start of the actual testbed.

Who will benefit? The TSTI will develop the hybrid satellite terrestrial communications
technologies, systems and networks that will expand the nation's overall growth of the national

and global information infrastructures, for economic competitiveness, scientific research and
defense communications.

The ACTS satellite program will benefit from a high visibility testbed that will provide state-of-the-
art high data rate tests and demonstrations with commercial providers, that will validate the success
of the NASA expenment.

The TSTI will enable the communications industry, in cooperation with government agencies, to
address and resolve generic issues in high data rate hybrid satellite terrestrial networks and to
accelerate the development and deployment of the next generation of commercial satellites by the
private sector. The fourteen U.S. companies that have made Ka-band satellite filings with the FCC
will especially benefit from the availability of the ACTS Ka-band equipment and tools in this
testbed, to conduct pre-competitive tests and demonstrations.

The recent telecommunications restructuring will make direct access satellites more
competitive in the international telecommunications market. US industry must compete for

the $70 billion international access market. This TSTI will make the US providers more
competitive and cost effective.
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Testbed for Satellite and Terrestrial Interoperability (TSTI)
7-24-96

YOLUME 1
- TECHNICAL SECTION

1. INTRODUCTION

The Testbed for Satellite and Terrestrial Interoperability (TSTI) will test and demonstrate
interoperable communications hardware and software interface specifications, protocols,
architectures and standards. As described in this Developemnt Plan, the testbed will develop the
tools to work on the interoperability problems that are inherent characteristics of satellite links--
errors, delay, and bandwidth limitations. The U.S. communications carriers, industry and
government will benefit directly from the testbed by the transition of tools, technologies and
standards to provide interoperable hybrid terrestrial cable and satellite communications networks,
operating seamlessly around the globe. The fourteen U.S. companies that have filed for Ka-band
satellite systems with the FCC will especially benefit from the availability of the ACTS Ka-band
equipment and tools in this testbed, to conduct pre-operational tests and demonstrations.

Satellite communications is the largest economic return from our investment in space. Global
networks with more than 200 active satellites are providing revenues of over $20 billion a year.
Satellite communications is an important part of our national and global information infrastructures
that are enabling critical communications and information to reach the outermost edges of our
world to promote global prosperity and peace.

[n the development of the nation's high performance computing and communications initiatives,
the testbed activities concentrated on computing efficiencies and low latency networks using
protocols that do not perform well over satellites. However, satellite communications systems are
going to be essential components of the NII/GII and thus must be integrated more closely with the
development of our nation's computing, communications and information technologies. The
synergy and interoperability of these technologies, systems and networks are important to our
country's economic competitiveness, national defense and scientific advances.

2. CHALLENGE

One of the conclusions of the Satellite Industry Task Force (SITF) Working Group is that currently
there are no commercial hybrid satellite/terrestrial communications networks operating at data rates
above 155Mb/s. In the rapid development of computing and communications networks, data
communications protocols were designed for high efficiency and low latency. Further, these
development activities often used new optical fiber cables over comparable short distances, so
overall communications traffic and network efficiency were never a factor.

The recent technology development in communications satellites, such as broadband high data rate
transponders demonstrated by NASA's ACTS satellite, will challenge and complement the
excellent development of optical fibers that will be used interoperably in future communications
wire and wireless networks.

There are some excellent existing and proposed ACTS experiments that show the tech'nology
benefits of high data rate satellites. But these small scale experiments and demonstrations are not
developing the hardware and software interface equipment or procedures needed by the satellite
and terrestrial communications carriers. Thus, the SITF is asking for a sustained industry,



government testbed activity to develop and demonstrate the required interoperable communications
hardware and sgf tware 1nterface specifications, protocols, architectures and standards. Also, the
testbed users will be responsible for the transfer of the technologies and techniques to the

commercial high data rate communications providers and to national and international standards
developers.

Satellite communication systems are going to be essential components of the Information
Infrastructure. Currently there are a number of major challenges in its ability to provide broadband
services based on synchronous optical network (SONET) and Asynchronous Transfer Mode
(ATM) protocols. These challenges stem from the fundamental differences in the satellite and fiber

environments and that most network architectures and protocols are designed for a fiber optic cable
infrastructure.

The interoperability problems arise due to three inherent characteristics of satellite links- (a) errors,
(b) delay, and (c) bandwidth limitations. The satellite RF links, especially for Ka band operation,
will have a much more degraded error performance than the fiber links and typical forward error
corrected satellite links will have bursty errors with variable error rate as opposed to random errors
on the fiber links. ATM operation is intolerant to burst errors and the ATM Quality of Service
(QoS) requirements for multimedia applications are much more stringent than what a typical
satellite link will currently provide. The single hop propagation delay of around 250 msec, which
is intrinsic to geosynchronous satellite communications, has an adverse impact on data
communications protocols like TCP at high speed (fractional T1 or more) and conventional ATM
traffic and congestion control procedures. Finally, satellite communications bandwidth is a
precious asset and cannot afford the bandwidth inefficient operation of some ATM protocols. As a
result, the onus is on the operator of a bandwidth limited network to either live with the bandwidth

excesses of these technologies or design special signal processing functionality that reduces the
overhead across a bandwidth constrained network path.

3. MISSION

In response to these challenges, we plan to design, develop, integrate and manage a Testbed for
Satellite and Terrestrial Interoperability (TSTI) that will serve as a sustained resource for the
communications and satellite industries. The testbed will provide an open environment, available
to all in industry, government and academia, to develop the necessary test tools and procedures and
to conduct quantitative, reproducible experiments to demonstrate and validate interoperability
between satellite and terrestrial communications networks. The TSTI architecture will follow
emerging standards and protocols and enable users in industry forums and standards bodies to
develop, test and refine their contributions to the standards process. This standard-based testbed
architecture will also enable communications equipment suppliers, service providers and carriers to
address interoperability and end-to-end service assurance issues. The TSTI will serve asa
resource to the industry, avoiding costly duplication of facilities and effort in software and tool
development. Subsystem developers, application builders, and a wide range of service providers
will also benefit from the TSTI, as it will provide them access to a diverse, unique hybrid
communications infrastructure that cannot be reproduced in small scale experiments. We plan to
encourage broad participation in the testbed through an intensive industry out reach program and
through technical support to its users. The TSTI will contribute to a robust, competitive satellite
communications industry, well integrated with the terrestrial infrastructure.

3.1 Team Members

The TSTI will be developed by a team consisting of NASA's GSFC and JPL, representing the
government, Bellcore and Comsat Laboratories representing industry/communications carriers and
George Washington University as the academic representative. The team members were chosen
for their current capabilities and expertise in the development of the next generation of hybrid
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seamless interoperable communications systems and networks. GSFC will direct the TSTI
project, with GWU acting as the TSTI prime contractor. All members of the team will participate

in and be responsible for the overall engineering development, integration, maintenance, test and
demonstration of the_ testbed.

The NASA team members, GSFC and JPL, have high performance computing and
communications infrastructure, including backbone connections to the ATDNet, MAGIC, NREN,
AAI, CAIRN, CASA, and NTON networks. Bellcore and Comsat Laboratories, as research
leaders for the communications industry, are currently involved in the development of high data
rate protocols and software components that are directly applicable to the testbed. The Institute of
Applied Space Research of GWU has played an evolutionary role in the development of high data
rate satellite equipment and experiments for the ACTS program. All the partners are currently
providing leadership roles in the development of satellite and terrestrial communications standards.

3.2 Users

The team members are planning to be users of the TSTI and several of their applications and
performance experiments are described below in section 4.4. Additional testbed users will be
solicited as part of the outreach activities of this project. The user community will include Federal
Agencies, other NASA Centers, communications companies, equipment vendors, carriers,
universities, experimenters and standards developers. This open cooperation with the user
community will be administered under a new NASA Joint Sponsored Research Program (JSRP)
that was approved in April, 1996. The JSRP permits NASA to provide resources, including
funds, services, equipment, information, intellectual property or facilities on a shared or pooled
basis to non-government users. Intellectual property rights will be negotiated, but basically
intellectual property created or introduced by a user will be owned solely by that user. Testbed
users may have to provide for their access to the testbed and may need to fund the actual costs of
special equipment to be used as part of their tests or demonstrations. However, the team does not
intend to charge fees from the users for testbed use. The user community will be encouraged to

share resources with the testbed, including the use of commercial communications satellites to
interoperate with the testbed.

It is anticipated that ATDNet participants such as the NRL, DISA and the National Institutes of
Health will request access to the testbed. DARPA, with its MAGIC testbed, also has indicated a
desire to be interconnected with the east and west coasts via the ACTS satellite and, jointly with
NASA GSFC, has proposed a number of 622 Mb/s network tests between ATDNet and MAGIC
users via ACTS as described in Annex 1. Other NASA Centers, such as LeRC (which is funding a
number of interoperable studies) will be especially encouraged to participate and use the testbed to
test and demonstrate the results of its studies. NASA ARC will also be connected via the NASA
NREN network, and may also be connected via the all-optical NTON network that is proposed to
connect ARC and JPL. The two NASA CCDS's for satellite communications will be invited to
conduct experiments over the testbed. In addition, a number of equipment vendors will be invited,
such as GTE, FORE and CISCO, who are developing ATM equipment that will operate up to OC-
12 (622Mbfs). An ACTS experiments application has been sent to the project office at LeRC for
coordination and approval prior to the start of the actual testbed. .

3.3 Carrier/Industry Advisory Committee

To reinforce the technical and research capabilities of the TSTI, and to assure that the effort is well
focused on developing timely and effective interfaces with emerging terrestrial high data rate
services, it is planned to establish a Carrier/[ndustry Advisory Committee (CIAC) consisting of
current and future providers of satellite and terrestrial high-bandwidth telecommunications
services. The CIAC will function collectively, or in subcommittees, as advisors to the TSTI,
providing guidance in setting priorities for experiments, identifying interface requirements,
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assisting in the integration of industry guidelines and standards, and in disseminating the results of
the TSTI work among other industry forums. The CIAC will be encouraged to participate actively
in the TSTI work program, by providing access to terrestrial services and supporting
demonstrations of satellite/terrestrial network interoperability. The CIAC will assist users in
establishing a legal relationship to the testbed as part of the NASA Joint Sponsored Research
Program.

This CIAC isin direct response to the recommendations of the SITF for joint partnership research
projects and recommended roles for technology transfer, proprietary data and intellectual property.
Therefore, all the members of the SITF along with the fourteen companies that have filed for Ka-
band satellite systems will be invited to join the CIAC and this planned joint research project.

3.4 Mission Benefits

Via the development and evaluation of hybrid satellite terrestrial communications technologies,
systems and network interfaces, the TSTI will contribute to an expansion of the nation's overall
growth of the national and global information infrastructures, for economic competitiveness,
scientific research and defense communications.

The ACTS satellite program will benefit from a high visibility testbed that will provide state-of-the-
art high data rate tests and demonstration with commercial providers, that will validate the success
of the NASA experiment.

The TSTI will enable the communications industry, in cooperation with government agencies, to
address and resolve generic issues in high data rate hybrid satellite terrestrial networks and to
accelerate the development and deployment of the next generation of commercial satellites by the
private sector. The testbed provides government and industry with the unique opportunity to work
cooperatively in a pre-competitive environment. The TSTI will facilitate technology transfer and

enhance American competitiveness in the global satellite communications syste